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DS 440 Data Mining

Lecture 6: Data Characteristics

1. Some terminology

2. Types of datasets

2.1 Record data

Data matrix
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Document data

Transaction data
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2.2 Graph data

2.3 Ordered data
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Average monthly temperature of land and ocean

3. Distance (Similarity) Measures
Data set may include samples that are duplicates, or almost duplicates of one another. This
issue becomes very dominant when recording data from multiple sources. Duplicate
samples in the dataset are bad because it leads to:

1. Extra computational time
2. Unstable data mining algorithms

Hence we need distance/similarity measures to understand the redundancy in datasets.
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3.1 Dissimilarity/Distance measure (d)
1. Numerical measure of how different two data objects are
2. Lower when objects are more alike
3. Minimum dissimilarity is often 0
4. Upper limit varies

3.2 Similarity measure (s)
1. Numerical measure of how alike two data objects are
2. Is higher when objects are more alike.
3. Often falls in the range [0,1]

3.3 Some distance/similarity measure

1. Euclidean distance

where  is the number of dimensions (attributes) and  and  are, respectively, the 
attributes (components) or data objects  and .

Similarity measure can be some inverse functions of 
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2. Minkowski Distance
Minkowski Distance is a generalization of Euclidean Distance

Where  is a parameter,  is the number of dimensions (attributes) and  and  are,
respectively, the  attributes (components) or data objects  and .

Similarity measure can be some inverse functions of 

3. Similarity between binary vectors
 = Number of attributes where  was 0 and  was 1
 = Number of attributes where  was 1 and  was 0
 = Number of attributes where  was 0 and  was 0
 = Number of attributes where  was 1 and  was 1

For example:

- Simple matching (SM)

- Jaccard Coefficient (JC)

4 Cosine Similarity
If  and  are two document vectors, then

where  is the vector dot product of  and  and ||x|| is the length of vector x

5. Correlation
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where

: mean of x
: mean of y

Why correlation is useful
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Scatter plots showing similarity from -1 to 1
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Why correlation can be misleading

Sampling data from :# = "2

" = [−3,−2,−1, 0, 1, 2, 3]
" = [9, 4, 1, 0, 1, 4, 9]
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Here:

= 0" ̂
= 4# ̂
= 2.160"
= 3.740#

./(((", #) = = 0−3 ∗ 5 + −2 ∗ 0 + −1 ∗ −3 + 0 ∗ −4 + 1 ∗ −3 + 2 ∗ 0 + 3 ∗ 5
6 ∗ 2.16 ∗ 3.74

Exercise :

1. For the above vectors, compute

Euclidean distance
Cosine Similarity
Correlation

2. Implement all the distances as functions in python

= [3, 2, 0, 5, 0, 0, 0, 2, 0, 0]!1
= [1, 0, 0, 0, 0, 0, 0, 1, 0, 2]!2

In [ ]:
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