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DS 440 Data Mining

Lecture 6: Data Characteristics

1. Some terminology

Features/attributes/covariates Target
| A
[ ) I 1
Per capita Number of Age Distance from | Accessibility to Median Value
crime rate rooms employment highways of house
centers
[ b 2 4 2 1
Tralnlng 3 0.0063 0 6 20
sam |e 0.00434 5 22 10 5 21
p 0.053 8 5 2 4
S 0.00653 3 13 4 4 32
0.0134 5 2 20 5 11
Per capita Number of Age Distance from | Accessibility to Median Value
crime rate rooms employment | highways of house
Testing centers
0.32 2 12 8 11 ?
samples
0.05 3 02 2 5 ?
0.11 7 11 1 12 ?

2. Types of datasets

2.1 Record data

Data matrix
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Per capita Number of Distance from | Accessibility to
crime rate rooms employment highways
centers
0.00632 4 20 6 1
0.00434 5 22 10 5
0.053 8 5 2
0.00653 3 13 4 4
0.0134 5 2 20 5
Document data
@ 8 2 o & | 3 o 5 §
58|22 |83 |°|2|8|¢8
Document 1 3 0 5 0 2 6 0 2 0 2
Document 2 0 7 0 2 1 0 0 3 0 0
Document 3 0 1 0 0 1 2 2 0 3 0
Transaction data
TID Items
1 Bread, Coke, Milk
2 Beer, Bread
3 Beer, Coke, Diaper, Milk
4 Beer, Bread, Diaper, Milk
5 Coke, Diaper, Milk
http://localhost:8888/notebooks/Fall_2022/DS440/6_Data_characteristics/6_Data_Characteristics.ipynb Page 2 of 10



6_Data_Characteristics - Jupyter Notebook 9/11/22, 2:05 PM

2.2 Graph data

Useful Links:
. Knowledge Discovery and
e Bibliography > . . I
_ . . Data Mining Bibliography
e Other Useful Web sites - ) . R =
(Gets updated frequently, so visit often!)
o ACM SIGKDD
o KDnuggets e Books
o The Data Mine // e  General Data Mining

/

Book References in Data Mining and / v
Knowledge Discovery General Data Mining

Usama Fayyad. Gregory Piatetsky-Shapiro,
Padhraic Smyth, and Ramasamy uthurasamy,
"Advances in Knowledge Discovery and Data
Mining", AAAI Press/the MIT Press, 1996.

Usama Fayyad, "Mining Databases: Towards
Algorithms for Knowledge Discovery", Bulletin of
the IEEE Computer Society Technical Committee
on data Engineering, vol. 21, no. I, March 1998.

J. Ross Quinlan, "C4.5: Programs for Machine

Learning", Morgan Kaufmann Publishers, 1993. Christopher Matheus. Philip Chan, and Gregory
Michael Berry and Gordon Linoff, "Data Mining Piatetsky-Shapiro, "Systems for knowledge
Techniques (For Marketing, Sales, and Customer Discovery in databases", IEEE Transactions on
Support), John Wiley & Sons, 1997. Knowledge and Data Engineering, 5(6):903-913,

December 1993.

2.3 Ordered data
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Average monthly temperature of land and ocean

Jan

3. Distance (Similarity) Measures

Data set may include samples that are duplicates, or almost duplicates of one another. This
issue becomes very dominant when recording data from multiple sources. Duplicate
samples in the dataset are bad because it leads to:

1. Extra computational time
2. Unstable data mining algorithms

Hence we need distance/similarity measures to understand the redundancy in datasets.
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3.1 Dissimilarity/Distance measure (d)

Numerical measure of how different two data objects are
Lower when objects are more alike

Minimum dissimilarity is often O

Upper limit varies

o=

3.2 Similarity measure (s)

1. Numerical measure of how alike two data objects are
2. Is higher when objects are more alike.
3. Often falls in the range [0,1]

3.3 Some distance/similarity measure

1. Euclidean distance

d(x,y) = | D0 = w)?
k=1

where n is the number of dimensions (attributes) and x; and y, are, respectively, the K
attributes (components) or data objects x and y.

3 )
point X y
2 ®p pl 0 2
1 2 R 2 |
p2 p3 3 1
0 e w p4 5 1
0 1 2 3 4 5 6
pl p2 p3 p4
pl 0 2.828 3.162 5.099
p2 2.828 0 1.414 3.162
p3 3.162 1414 0 2
p4 5.099 3.162 2 0

Similarity measure can be some inverse functions of d
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2. Minkowski Distance

Minkowski Distance is a generalization of Euclidean Distance

n 1/r

d(x,y) = Z |k — el

k=1

Where r is a parameter, n is the number of dimensions (attributes) and x; and y, are,
respectively, the k'™ attributes (components) or data objects x and y.

Similarity measure can be some inverse functions of d

3. Similarity between binary vectors

e fo1 = Number of attributes where x was 0 and y was 1
e f10 = Number of attributes where x was 1 and y was 0
e foo = Number of attributes where x was 0 and y was 0
e f11 = Number of attributes where x was 1 and y was 1

For example:

x=11,0,0,0,0,0,0,0,0,0]
y=10,0,0,0,0,0,1,0,0,1]

- Simple matching (SM)

SMC = (f +foo)/(fo1 + fio+ i+ foo) =0+7D/2+1+0+7) =07

- Jaccard Coefficient (JC)

J=f11/(f01+f10+f11)=0/(2+1+0)=0

4 Cosine Similarity

If x and y are two document vectors, then

xTy

cos(x,y) =
]| - 11yl

where x”'y is the vector dot product of x and y and ||x|| is the length of vector x

5. Correlation
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covariance(x, y) Sxy
corr(x,y) =

standard_deviation(x) - standard_deviation(y) B Sy * Sy
where
. 1 ~ ~
o covariance(x,y) = sy, = — Y1k =0 — )
e standard_deviation(x) = s, = \/ﬁ D (xp — X)?

o standard_deviation(y) = s, = \/ﬁ Zz=1(.Vk —J)?
e X

*y

1 n )
— k=1 Xk, :meanof x

1 n .
P Zk=1 Yk, :meanofy

Why correlation is useful

Scatter plots showing similarity from -1 to 1
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-1.00 -0.90 -0.80 -0.70 -0.60 -0.50 -0.40

-0.30 -0.20 -0.10 0.00 0.10 0.20 0.30

0.40 0.50 0.60 0.70 0.80 0.90 1.00

Why correlation can be misleading

Sampling data from y = x2:

1,0,1
,4,1,0,1,4,9]

,2,3]
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9 -
8 L
7
6 L
5 L
4 L
3 L
2 L
1 L
O L
-4
Here:
e x=0
° )? =4
e 5. =216
e 5, =374
—3%x54+-2%x0+—-1%x-3+4+0x—4+1%«-3+2x0+3%5
corr(x,y) = =0
6x2.16%3.74
Exercise:
d, =13,2,0,5,0,0,0,2,0,0]
d, =1[1,0,0,0,0,0,0,1,0,2]
1. For the above vectors, compute
e Euclidean distance
e Cosine Similarity
e Correlation
2. Implement all the distances as functions in python
In [ ]:
References
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1. https://www-users.cse.umn.edu/~kumar001/dmbook/index.php (https://www-
users.cse.umn.edu/~kumar001/dmbook/index.php)

In [ ]:
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